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Abstract- Learning is acquiring knowledge which makes man 
to study new things. The familiarity of the new concept is 
attained by the machine by giving repeated training on the 
same concept. In this way machines can also learn by repeated 
training on the same set of data. Data mining includes the 
concept of classification, which can be done by machine 
learning algorithms. Data that are to be classified can also be 
complex values. The performance varies if both the real and 
imaginary part are considered for classification. There are 
different machine algorithms with different features. Some of 
the machine learning algorithms such as Support Vector 
Machines (SVM), Extreme Learning Machines (ELM), Self-
Adaptive Resource Allocation Network (SRAN) and Phase 
Encoded Complex-Valued Extreme Learning Machine (PE-
CELM )are considered. This paper gives a comparison of 
these algorithms with its working nature and discusses the 
simulated results performed by these algorithms on balanced 
and imbalanced dataset for complex values and real values.  
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1. INTRODUCTION 
Data mining (Knowledge Discovery) is the process of 
analyzing data from different perspectives and 
summarizing it into useful information. Using data mining 
the data can be classified, clustered, associated and finding 
patterns. Learning in data mining can be classified as 
supervised learning and unsupervised learning. Supervised 
learning is learning contents on some fixed rules whereas 
unsupervised learning is learning using some measures 
such as distance etc. Classification of data plays a vital role 
in research which can be used for prediction and comes 
under the category of supervised learning. There are 
various methods of classification such as decision tree, 
Naïve Bayes, neural networks etc.  
Neural networks are framed based on the neuron structure 
of the human brain. While learning the new concept the 
brain may not be aware what it is. If training is given on the 
new dataset repeatedly then learning is made quicker. This 
concept is used for classifying data using machine learning. 
The dataset will be divided into training and testing. The 
training dataset contains the features and the class it 
belongs. The machine learning algorithms are used to train 
the neurons based on the values of the training dataset. If 
the neurons are repeatedly trained with the dataset then it 
can predict the dataset which is given as test data. 
The network for machine learning can be either feed-
forward or back propagation. Feed forward networks 
executes in a unidirectional way where it may be either 

single layer or multi layer depending on the application. 
Back propagation network executes in a loop form where 
the output is again sent as input to the network which is 
used to reduce the error. The feed forward network includes 
sequential learning and batch learning.  
Data that are used for classification contains only the real 
part. But the original value of a data will be a complex 
number which contains both real and imaginary part. Using 
imaginary part may be difficult for classifiers. But the 
performance of complex values shows improvement when 
compared to others. 
This paper focuses on three machine learning algorithms 
SVM, ELM, SRAN, PE-CELM. The working nature of the 
algorithms is discussed in the section 2. Section 3 describes 
the simulated results for the algorithms and comparison on 
the features of the algorithm. Section 4 concludes the study.  
 

2.  METHODS 
2.1. Support Vector Machines 
SVM (Support Vector Machines) are a useful technique for 
data classification. Al-though SVM is considered easier to 
use than Neural Networks, users not familiar with it often 
get unsatisfactory results at first. A classification task 
usually involves separating data into training and testing 
sets. Each instance in the training set contains one target 
value" (i.e. the class labels) and several attributes" (i.e. the 
features or observed variables). The goal of SVM is to 
produce a model (based on the training data) which predicts 
the target values of the test data given only the test data 
attributes.[1]  
2.2. Extreme Learning Machine  
ELM was originally proposed (Huang) for standard single 
hidden layer feed forward neural networks (with random 
hidden nodes (random features)).[2][3] ELM provides a 
unified learning platform with widespread type of feature 
mappings and can be applied in regression and multi-class 
classification applications directly. [4][5][6] From the 
optimization method point of view ELM has milder 
optimization constraints compared to SVM, LS-SVM and 
PSVM. [7][8][9][10] 
The ELM algorithm is based on the following two 
principles.  
1. When the number of training samples equals the 

number of hidden nodes, i.e., N N= 
, one can 

randomly assign the parameters of hidden nodes (the 
input weights and biases for additive hidden nodes or 
the centers and impact factors for RBF) and based on 
this analytically calculate the output weights by simply 
inverting H and realize zero training error. Calculation 
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of the output weights is done in a single step here. 
There is no need for any lengthy training procedure 
where the network parameters are adjusted interactively 
with appropriately chosen control parameters (learning 
rate and learning epochs, etc.). 

2. When the number of training samples is greater than the 

number of hidden nodes, i.e., N N> 
,one can still 

randomly assign the parameters of hidden nodes and 
calculate the output weights by using a pseudo inverse 

of to give a small nonzero training error 0∈> . Here 
also the output weights’ calculation is done in a single 
step and does not need lengthy training procedure. 

The standard SLFNs with N  hidden nodes with activation 

function ( )g x  can approximate these N samples with zero 

error means by  1 0,N
j j jo t= − = 

 i.e., there exist iβ
, 
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The above  equations can be rewritten compactly as 
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2.3.Self Adaptive Resource Allocation Network 
In the setting of standard online/sequential learning, the 
training sample arrives one at a time and the network 
adapts its parameters based on the difference in knowledge 
between the network and the current sample. When new 
sample (xt) is arrived to the network, based on the sample 
error (e), the sample is either used for network training 
(growing/learning) immediately, pushed to the rear end of 
the stack for learning in future, or deleted from the data set. 
The detailed description of SRAN is explained in [11]. 
The control parameters in the sequential algorithm are self-
regulated, so, they are fixed, and are mostly independent of 
the problem considered. The control parameters alter the 
sequence in which the SRAN classifier approximates the 
decision function, based on the difference between the 
information contained in each sample and the knowledge 
acquired by the network. The higher the difference, the 

earlier a sample participates in learning. A few samples 
with lesser differences are pushed to the rear end of the 
sample data stack. These samples are later used to fine-tune 
the network parameters. Also, a few samples with 
redundant information are discarded from the training data 
set, thus avoiding over-training. Thus, the finally realized 
network is compact and provides better generalization 
performance.[12] 
The sequence of the training sample is controlled internally 
using self- regulated control parameters as explained 

below. The self-regulated control parameters 1( , )aη η
 

identify the sample 't' with maximum information. The 
learning process of SRAN involves allocation of new 
hidden neurons, as well as adjusting network parameters. If 
the current sample 't' does not satisfy the learning criteria, 
then the current sample is stacked at the rear end of the 
sequence, for future use. These samples do not take part in 
training at this stage. Without loss of generality, let us 
assume that the network has K hidden neurons from t-1 
training samples. The deletion of samples, 
growing/learning, and sequence altering are the principles 
of self-regulation system. 

The output of the SRAN classifier 1ˆ ˆ ˆ( [ ,..., ] )T
ny y y=

 with 
K hidden neurons has the following form: 
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where 
I
jμ

 is the jth neuron center corresponding to the ith 

class, 
I
jσ

 is the width of the jth neuron and ijα
 is the 

weight connecting the ith output neuron and jth Gaussian 
neuron. 
The predicted class label cc for the new training sample is 
given by 
 

1,2,..,

ˆ ˆarg max i
i n

c y
∈

=     (7) 

2.4 Phase Encoded Complex-Valued Extreme Learning 
Machine 
To classify the complex values PE-CELM can be used. The 
working nature of this is same as ELM which has been 
discussed above.The complex-valued activation function 
used for the hidden neurons in this method is hyperbolic 
secant function. 
The neurons at the input layer transform the real – valued 
input features to the complex domain. Phase encoding is 
used to transform the input layer. The parameters of the 
hidden neurons are chosen randomly and parameters of the 
output neurons of the network are estimated analytically. 
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The PE-CELM algorithm is as follows : 
1. For a given training set (X,Y), select the appropriate 

number of hidden neurons K. 
2. Choose the scaling factor and the neuron centers 

randomly. 
3. Calculate the output weights analytically. 
 
2.5 Comparison of the Methods 
The  table 1 gives the comparison of the three methods 
SVM, ELM and SRAN with different features. They differ 
in the type of learning but the other features such as the 
layer type, classification method and network used are 
same. But the learning method of an algorithm gives a vast 
change in the efficiency of the algorithm. 
 
2.6 .Datasets 
The datasets that are used for classification may be real, 
categorical etc. In the complete dataset a part is treated as 
training dataset and the remaining is testing dataset. As the 
classification is based on supervising learning the machines 
that are used for classification must be trained using the 
trained dataset. When the test dataset is given then the 
machine will easily predict the class it belongs as it was 
already trained. 
Depending on the number of values in the dataset it may be 
said as balanced and imbalanced dataset. If a dataset 
contains data that is equal in number for all classes then it is 
termed as balanced dataset otherwise imbalanced dataset. 
The efficiency of the algorithm will have deviation with 
these dataset types.[13] 
 
 

Table 1 – Comparison of Methods 
State SVM ELM SRAN PE-CELM 

Type of layer 
used 

Both single 
and 
multilayer  

Both single 
and 
multilayer  

Both single 
and 
multilayer  

Both single 
and 
multilayer  

Type of 
Classification 

Multiclass Multiclass Multiclass 
Multiclass 
(Complex 
Values) 

Feed 
Forward/ 
Back 
Propagation 

Feed 
Forward 

Feed 
Forward 

Feed 
Forward 

Feed 
Forward 

Type of 
Learning 

Batch 

Batch, 
Sequential 
and 
Incremental 

Sequential 

Batch, 
Sequential 
and 
Incremental 

 
 

Table 2 –Comparison of Datasets 

Dataset SVM ELM SRAN 
PE-

CELM 

Balanced 

Iris 90.62 96.19 96.19 96.5 

Image 
Segmentation 

90.62 90.67 92.29 92.5 

Wine 98.04 98.09 97.19 98.2 

Imbalanced 

VC 67.99 77.59 76.86 80.4 

GI 60.01 68.46 80.95 88.0 
HEART 75.10 75.91 77.53 79.12 
LD 70.21 71.41 65.78 73.32 
PIMA 76.43 75.4 74.90 76.50 
BC 97.06 96.35 97.26 98.53 
ION 88.51 89.64 90.84 91.12 

 
 

3. RESULTS AND DISCUSSION 
The contents of the table 2 gives the average test efficiency 
of different datasets with four important machine learning 
concepts.[14] 
The results in table 2 list the average test efficiency of 
different datasets. It shows the difference in the balanced 
dataset and imbalanced dataset. As an overall analysis on 
the balanced dataset it can be described that PE-CELM 
stands top followed by SRAN then ELM and then by SVM. 
When the comparison extends to imbalanced datasets PE-
CELM works effectively compared to all the others. The 
remaining result is both SRAN and ELM stands at more or 
less equal level followed by SVM for some datasets and not 
for all. The following figures explain the analysis in detail. 
 

 
Fig. 1. Balanced Dataset Comparison 

 

 
Fig. 2. Imbalanced Dataset Comparison 

 

The “fig 1” and “fig 2” represents the variation of each 
dataset on three different approaches. Depending on the 
dataset the selection of the method is essential. Balanced 
dataset such as iris, image segmentation and wine are 
compared with machine learning algorithms such as SVM, 
ELM and SRAN and PE-CELM, The result shows that for 
all balanced datasets the performance of SVM is low 
compared to ELM, PE-ELM and SRAN. The performance 
of PE-CELM is high compared to ELM, SRAN and SVM.  
Seven imbalanced dataset are taken for execution. The result 
shows that for all balanced datasets the performance of 
SVM is low compared to ELM, PE-ELM and SRAN. The 
performance of PE-CELM is high compared to ELM, 
SRAN and SVM.  
 

S.Padma et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 5 (2) , 2014, 2361-2364

www.ijcsit.com 2363



4. CONCLUSION 
This paper gives an overview of different machine learning 
techniques for classification. Depending on the type of 
learning such as batch, sequential and incremental the 
method of classification can also be selected. The working 
nature of the machines differs from each other which were 
discussed in this paper. The method of learning changes 
from one machine to the other. Due to this the efficiency of 
the experiments gets varied. The table gives the comparison 
of the efficiency of different algorithms on different dataset. 
Depending on the dataset either balanced or imbalanced any 
one of the above specified method can be used. These 
machine learning techniques can also be implemented on 
the forth coming researches with big data and others. 
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